ABSTRACT

This research 1nvestigates the identification of
hope speech in Tamil YouTube comments using
Natural Language Processing (NLP) techniques.
We compared the performance of various machine
learning models, including TF-IDF + SVM, Word
Embedding + Linear SVM, and Convolutional
Neural Networks (CNN), to classify comments
Into two categories: hope speech and non-hope
speech. The CNN model achieved the highest
accuracy of 73%, demonstrating the effectiveness
of deep learning approaches in this context.

DATASET

« The dataset comprises 20,198 Tamil comments
sourced from the Hugging Face website.

« To enhance the quality of the dataset,

labeled as
removed, allowing the focus to be solely on the

comments "not Tamil" were

relevant Tamil-language content.
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INTRODUCTION

Hope speech encompasses expressions that convey

positivity and encouragement in online discourse.
Identifying such speech i1s essential for fostering
supportive digital communities [1]. In Tamil, the
complexity of the language presents unique
challenges for recognition. This study aims to
develop a framework for accurately classifying
hope speech using natural language processing
techniques, contributing to sentiment analysis and
promoting positive communication 1n digital
spaces.

METHODOLOGY

Preprocessing

Data Cleaning-pandas Data Balancing-Resample
Remove not-Tamil Label Data Splitting

Word Embedding +SVM

(fastText)

TF-IDF+SVM

Evaluation

Hope Speech Identification for Tamil

LS

UNIVERSITY OF JAFFNA

Department of Computer Science, University of Jaffna, Sri Lanka

RESULT

Overall Fl1-score Fl-score True Label : Non-Hope
Model Accuracy (Hope speech) | (Non-hope speech) (Actual Data) Predicted Label Speech Hope Speech
TF-IDF + SVM % : : Non-H S h
"o 70% 0.70 0.70 oN-Hope Speet Non-Hope Speech 1362 628
(1990)
Word Embedding + o
SUM 61% 0.57 0.64
Hope Speech (1937) Hope Speech 429 1508
CNN 73% 0.74 0.72

PROPOSED MODEL

refinement.

for greater accuracy.
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« The model analyzes predictions, identifying
correct hope speech keywords and misclassified
non-hope speech and compared them against a
curated Tamil hope speech dictionary for

« Future improvements include expanding the

dictionary, enhancing the model with better
architectures, and applying data augmentation
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CONCLUSION

Our study on hope speech detection 1n Tamil text

demonstrates that Convolutional Neural Networks

(CNNs) slightly outperform traditional machine
learning methods, achieving 73% accuracy compared
to TF-IDF + SVM, Word Embedding + SVM. This
suggests that deep learning approaches can effectively
capture the nuances of hope speech.
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