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Introduction

In this work, we propose a two-stage approach
to create a discriminative and compact BoF rep-
resentation for visual object recognition.
>Eliminate ambiguous patch-based descriptors

using an entropy-based filtering approach to
reduce the features causing false positives in
object classification.

>Select the informative subset of codewords
based on categorical confidence measures to
enhance the discriminative power of the code-
book and make it more compact.

Methodology

>A compact visual codebook has advantages in
terms of computing efficiency and storage re-
quirement [3, 4].

>Keypoints are selected using an entropy-based
filtering method.

>A visual codebook is constructed using re-
source allocating codebook (RAC) algorithm.
?Entropy of SIFT descriptor F is computed
as,

E(F ) = −∑255
i=0 pi(F )log2pi(F )

where pi(F ) = |{k|fk=i}|
128 ; k = 0, 1, 2, · · · , 255.

F = [f1, f2, · · · , f128].

> In-distinctive codewords are eliminated based
on categorical confidence measures.

?The inter-category confidence of the ith

codeword is represented as follows:

Cinter,i = ∑N
j=1max

(
fij
ni
− 1

mi
, 0

)
where K - is the size of the codebook.
N - number of object categories in classification.
fij - number of jth category training keypoints in the

ith codeword, i = 1, 2, ..., K., j = 1, 2, ..., N.
ni - total number of keypoints in ith codeword
mi - number of object categories in ith codeword
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?The intra-category confidence of the ith code-
word is represented as follows:

Cintra,i = 1∑N
j=1 var(hij)

where K - is the size of the codebook.
N - number of object categories in classification.
hij - ith codeword value of each image belonging to the

jth category in the BoF histogram domain,
i = 1, 2, .., K., j = 1, 2, .., N.

?Combined confidence of the ith codeword is
shown as follows:

Ccom,i = αCinter,i + βCintra,i

where α and β are constant values.

>The overall framework of the proposed method
in this work is illustrated in Figure 1.
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Fig 1: The overall framework of the proposed technique.

Experimental Setup

>We tested our approach on Xerox7, UIUCTex,
and Caltech101 image datasets.

>SIFT features were clustered using RAC with
r = 0.85, 0.825, 0.86 for Xerox7, UIUCTex,
Caltech101 dataset, respectively. We used the
linear OVA-SVMs in classification.

>Training keypoints were selected from the ini-
tially extracted descriptor with an entropy
value E(F)>4.1, 4.4, and 3.8 for Xerox7,
UIUCTex and Caltech101 datasets, respec-
tively.

> In the inter-category confidence, the selection
criteria is:
? Ĉinter = 0 having a single category, or
? Ĉinter > 20thPercentile1≤i≤K(Cinter, i)

> In the intra-category confidence, the selection
criteria is:
? Ĉintra > 25thPercentile1≤i≤K(Cintra, i)

> In the combined confidence, the selection cri-
teria is:
?Ccom > αĈinter + βĈintra, 0 ≤ α, β ≤ 1.

Results

>The performance comparison of BoF approach
with entropy-based filtering, the technique
with both filtering and codeword selection is
shown in Table 1.

>The entropy-based filtering technique elimi-
nates around 45% of the descriptors that out-
performs traditional BoF approach.

>On average 80% of the codewords were se-
lected using inter-category, intra-category con-
fidence, and combined confidence from the ini-
tially constructed codebook.

>Our proposed technique yields on average 45%
of reduction in the initially constructed code-
book while maintaining comparable perfor-
mance with the traditional approach.

Results ...

Table 1: Mean Average Precision (mAP) rate with code-
book size using categorical confidences obtained by the
proposed method

Approach Dataset Before FS After FS
CB mAP CB mAP

Standard
Xerox7 987 67.64 659 69.07
UIUCTex 1032 93.40 617 95.04
Caltech101 958 74.71 753 78.36

Inter-category Xerox7 803 65.77 546 70.11

Confidence UIUCTex 835 93.70 496 95.84
Caltech101 742 75.34 603 76.23

Intra-category Xerox7 740 67.63 494 69.03

Confidence UIUCTex 774 93.78 463 93.95
Caltech101 694 75.53 565 77.32

Combined confidence
Xerox7 833 65.71 598 70.32
UIUCTex 842 93.73 501 95.60
Caltech101 850 75.16 564 76.41

Discussion and Conclusion

>The central idea of the proposed algorithm is
to select representative keypoints and informa-
tive codewords, so that the cluster structure of
the image dataset can be best respected.

>The proposed method provides an effective
way to reduce the BoF representation to low-
dimension while maintaining the BoF model
to be efficient with stable performance.
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