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Acoustic ModelIntroduction Acoustic Model
An acoustic model is created using audio recordings

of speechand their text scripts and compiling them

Introduction
Speechis the most natural way of communication of speechand their text scripts and compiling them

into a statisticalrepresentationof soundswhich make

Speechis the most natural way of communication
among humans. Speech recognition is the process of into a statisticalrepresentationof soundswhich make

up words. This is done through modeling the HMMs.

The processof acousticmodelingis shownin Figure

transforming a speech signal into its corresponding
word sequence. When the recognitionis carried out

The processof acousticmodelingis shownin Figure

1.

word sequence. When the recognitionis carried out
by a computer program, it is known as Automatic
SpeechRecognition(ASR). In this posterwe present 1.SpeechRecognition(ASR). In this posterwe present
a comparison of two experiments in Sinhala
continuousspeechrecognition.

Acoustic data
continuousspeechrecognition.
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Two Case Studies
Mono-phone Tri-phone 

Tied-

State 
We have tried out two different experiments in

building a Sinhala continuous speech recognition

Mono-phone 

HMMs
Tri-phone 

HMMs
State 

HMMs

building a Sinhala continuous speech recognition

system. Main difference of the two experiments was

the no of speakers in the speech corpuses.

• 1st corpus

Phonemic Strings

• 1 corpus
• Small (2949 utterances)

• Consistsof a singlefemalevoice

Figure 1: Block diagram of the acoustic modeling process .

Language Model

• Consistsof a singlefemalevoice

• Minimum noise Language Model

Theway thewordsareconnectedto form sentencesis

• Minimum noise

• Recorded with a microphone

• 2nd corpus Theway thewordsareconnectedto form sentencesis
modeled by the language model with the use of a
pronunciationdictionary. The Languagemodelof the

• 2nd corpus
• Large (62559 utterances)

pronunciationdictionary. The Languagemodelof the
we used is a statistical based bi-gramlanguage model.
Theprocessof languagemodelingis shownin Figure

• Consists of 2000 various male & female

voices Theprocessof languagemodelingis shownin Figure
2.

voices

• With background noise

• Recorded with mobile phones
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Methodology
Building of an ASR system mainly consists of

Modeling

Building of an ASR system mainly consists of

designing two models, namely the Acoustic Model

andthe LanguageModel. We haveusedHTK toolkit

Word 

Latticeandthe LanguageModel. We haveusedHTK toolkit

[1] to build thosetwo modelsand evaluatethe built

Lattice

[1] to build thosetwo modelsand evaluatethe built

systems. Figure 2: Block diagram of the language modeling process .
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Data Set EvaluationData Set
We collectedtwo data setsfor the two experiments

Evaluation
To test the built systems,somenew utteranceswereWe collectedtwo data setsfor the two experiments

separately.

To test the built systems,somenew utteranceswere

sent through those models and obtained the

recognizedsentences. Thosegeneratedsentenceswere
•1st corpus

recognizedsentences. Thosegeneratedsentenceswere

comparedwith the actual sentencesto calculatethe
- Created with sentences which consists most

frequently used words in Sinhala language. These

comparedwith the actual sentencesto calculatethe

performances if the two systems.

•1st acousticmodel– testedwith 106utterancesfrequently used words in Sinhala language. These

sentences were extracted fromthe UCSC/LTRL
•1st acousticmodel– testedwith 106utterances

•2nd acoustic model – tested with 4865 utterances
Sinhala Corpus.

•2nd corpus Results•2nd corpus

- Createdwith various types of sentencesand

Results
Acoustic Model 100% correctly Correctly identified 

- Createdwith various types of sentencesand

keywords. Some of the categories include:

• Booleanvalues

Acoustic Model 100% correctly 
identified sentences 

(%)

Correctly identified 
words (%)

• Booleanvalues

• DateandTime

(%)

1st acoustic model 75.74 96.14

2nd acoustic model 19.55 38.98• DateandTime

• Currency

2nd acoustic model 19.55 38.98

• Currency

• Numbers Discussion & Conclusion
• Phonetically rich sentences

Training

Discussion & Conclusion
•The first acoustic model shows a considerably good

recognitionratewhile thesecondmodelshowsa poorTraining recognitionratewhile thesecondmodelshowsa poor

recognitionrate.
Using above two data sets two acoustic models were

trained to recognize Sinhala speech. The basic

recognitionrate.

•One reason for this behavior can be because of the

largeamountof noisethatincludedin the2nd dataset.trained to recognize Sinhala speech. The basic

procedure of building an ASRcan be shown as
largeamountof noisethatincludedin the2nd dataset.

•Anotherreasoncanbebecausethelargercorpuswas
follows:

•Anotherreasoncanbebecausethelargercorpuswas

created with various human voices and the training

processwasverycomplicated.Extracted Front End processwasverycomplicated.

•We are currently trying to improve the performance
Extracted 

Features

Front End 

Parameterization
Acoustic 

Signal

of the 2nd acoustic model by adjusting the parameter

valuesin thetrainingprocess.Acoustic ModelPronunciation Phonemic valuesin thetrainingprocess.
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Figure 3: Block diagram of the process of training the ASR. 


