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Introduction Acoustic Mode! Data Set Evaluation

An acoustic model Is created using audio recordings | To tes the built svsteme some new Utterance were
Speec is the mos natura way of communicatio of speec anc their text scripts anc compiling therr We collecte( two dateé sets for the two experiment y : |
among humans. Speech recognition is the process of intg 5 statistica representatic of sound which make separately. sent through those models and obtained the

transforming a speech signal into Its corresponding recognize sentence. Thos¢ generate sentence were

L . up words. This is done through modeling the HMMSs. 1St corpus .
word sequenc. Wher the recognitior is carriec out The broces of acousti modeline is showr in Eiqure compare with the actua sentence to calculate the
. . . ( - - "
by a computer_ program, it |sh_known as Automatic . P ( 9 - Created with se_nter?ces which consists maost nerformances if the two systems.
Speec Recognitiol (ASR). In this poste we preser - frequently use( words in Sinhalé languag. Thes +1s' acoustii mode — teste(with 10€ utterance

a comparison of two —experiments in Sinhala sentences were extracted fromhe UCSC/LTRL

continuou speec recognitior. | 2"d acoustic model — tested with 4865 utterances
Acoustic data Sinhala Corpus.
. - 1 N S N [ R «20d corpu Results
TWO Case StUdleS Mono-phone j> Tri-phone ﬁ> gizctle - Creater with various types of sentence anc oy ———— 100% correctly  Correctly identified
We have tried out two different experiments in HMMs HMMs HMMs keywords. Some of the categories include: identified sentences ~ words (%)
building a Sinhal: continuou speec recognitior ~— <L Y (%)
. . : * Boolear value: 1stacoustic model 75.74 96.14
system Malin difference of the two experiments was | | | '
. . . e Date anc Time 2"¢ acoustic mod 19.5¢ 38.9¢
the no of speakers in the speech corpuses. Phonemic Strings
NE! COr pus * CurrenC}
e Smalll (2949 utterances) Figure 1: Block diagram of the acoustic modeling process . « Numbers DI $USSI On & COn CI USI On
» Consist of a single female voice « Phonetically rich sentences . . .
e Minimum noise *The first acoustic model shows a considerably good
. Recorded with a microphone L anguage M odel Traini ng recognitior rate while the seconi mode show: a pool
« 20d COrPUS The way the words are connecte to form sentence is | | recognitior rate.
. Large (62559 utterances) modeled by the language model with the use of a  Using above two data sets two acoustic. models were  eQne reason for this behavior can be because of the
. Consists of 2000 various male & female pronunciatior dictionary. The Languag mode of the trainec to recogniz« Sinhal¢ speec. The basi large amoun of noise thal includec in the 2n¢ dat: se.

we used Is a statistical based bi-greanguage model.

VOICE The proces of languag modelin¢ is showr in Figure procedure of building -an  ASRean be shown as "Anothe reasol car be becaus the large| corpus was
« With background noise 5 ) follows: | created with various human voices and the training
~ N :
e Recorded with mobile phones - ~ Acoustic j) Front End Extracted proces wazs very Compllcate1.
. Signal Parameterization [ Features || *\\e are currently trying to improve the performance
Word j> Statistical Q Bi-gram Language N y \,{ . . L
List Language Model of the 2% acoustic model by adjusting the parameter
M ethodol ogy Modeling | / Eﬁiﬁ?ﬁ;@tmn ) g?‘?nemlc :{ @@OESQUCQMOCICI } values in the training proces.
ﬁ rings oH oo }- : o
. . . . \_/-
Building of ar ASR systen mainly consist of . ™ \{ J L
iqn; - 4 N N
designing two models, namely the Acoustic Model LW01.”d Word Bi-gram Trained Reference
anc the Languag Model. We have use( HTK toolkit attice List —)|| Language Acoustic [1]. Young S. Evermanr G. Gales M. Hain, T. Kershaw D. Liu, X.
11 to build th " dels luat the built \_ J 7 Model Model Moore, G. Odell, J. Ollason, D. Povey, D. Valtchev, V. and Woodland, P.
[ ] O bul 0S¢ TWO model: anc evaluat the Dul . / ASR \ / 200¢. The HTK Book. Cambridg: University Engineerini Departmen pp.

SyStemS. Figure 2: Block diagram of the language modeling process . Figure 3: Block diagram of the process of training the ASR. 1-14.



